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A replication experiment was performed to validate a stream sampling method for a pharmaceutical powder blend. A 1.5 kg powder 
blend was prepared and an in-house developed feeder was used to divide into six sub-samples of approximately 250 g. Each 250 g 
sub-sample (1/6 total blender lot volume) was deposited along a rig of 3 meter length. A validated near infrared (NIR) spectroscopic 
method was used to determine the drug concentration as the powder deposited in the rig moved at a linear velocity of 10 mm/sec. The 
depth of penetration of the NIR radiation was 1.2 mm and the sample volume analysed was approximately 180 mg. The MPE (minimum 
practical error) obtained with the system was 0.04% w/w acetaminophen (APAP), which was considered excellent for the system. The 
replicate analysis of the powder deposition provided 390 measurements of drug concentration, with a mean APAP concentration of 
14.93% (w/w) and a relative standard deviation (RSD) of 5.20%. Replicate measurements (n = 650) of the powder deposited along 
a single rig of 3 m length ×10 provided an RSD of 2.23%, attributable to deposition (outflow) heterogeneity. Finally, static replicate 
analysis of the measurement error alone amounted to an RSD of 0.14%. The embedded replicate experiments elucidated all sources 
of variation in a sampling system for pharmaceutical powder blends, and proved reliable and highly sensitive in identifying areas of 
non-acceptable residual heterogeneity (dead zones).

Background
The analysis of drug concentration in pharmaceutical blends is 
mostly done through grab sampling where a sampling spear (called 
sampling thief in the pharmaceutical industry) is frequently inserted 
into a blender to extract 6–10 samples.1,2 The extracted material is 
then taken to a laboratory where the drug concentration of the pow-
der blend is determined. The sample thief is used to extract powder 
mixture from specific locations and transects through the blender 
volume, which based on previous studies, have shown a greater 
likelihood to represent “dead spots” (areas of residual incomplete 
mixing).3 Thus, all the components of the blender volume, the lot, 
do not have the same probability of being extracted for analysis. 
This is a structural fault of the sampling system. If the areas of 
incomplete mixing are not those selected with this fixed location 
approach the sampling approach will fail to do what it is supposed 
to do and volumes with larger residual heterogeneities will go unde-
tected. This is the exact opposite of the objective of end-of-mixing 
sampling and analysis.1–3

These flawed approaches are currently being complemented by 
non-destructive near infrared (NIR) spectroscopic methods devel-
oped to analyse the drug concentration within the blender (in-line), 
or at-line/off-line. The non-destructive spectroscopic methods are 
so far usually interfaced at a single location within the blending ves-
sel (or interacting through a window in the vessel wall).4 If powder 
moves in and out of the sampling interface there is a greater likeli-
hood that larger parts of the lot will be analysed than with a pow-
der thief, depending on the specific combination of analysis volume 
w.r.t. material through-flow in relation to the full vessel volume. But 
such solutions, despite having a clear potential of being significantly 
better than thief sampling, are by no means a complete solution 
for the desired blender material characterisation based on the full 
blender volume. To the degree that this is not achieved (yet), the pre-
sent verification approaches cannot be said to be comprehensive.

However the powder mixture can alternatively be sampled after 
it leaves the blender, either using a physical sampling approach or 
by invoking the rapid, and more efficient NIR spectroscopic method 
for analysis.1,2 In this approach the powder flows down a chute, or 
is ducted via a mini-conveyor belt, from which a NIR spectrometer 
can obtain spectra of the mixture. This is a Process Analytical Tech-
nology (PAT) approach, of great potential and considerable proved 
merit.5–7 Based on a chemometrics multivariate calibration model it 
is possible to predict the drug concentration in the NIR-beam ana-
lytical volume.8 This stream sampling approach has been followed 
experimentally in a limited number of pilot studies.9–11

We here report on pioneering laboratory validation of a PAT 
stream sampling approach where the active drug concentration is 
determined by NIR spectroscopy. Previous studies have involved 
thorough validations of NIR analytical methods obtaining accurate 
estimates of the Total Analytical Error (TAE), but have not addressed 
the accompanying sampling errors.4 This study describes the result 
of a first systematic Replication Experiment approach12 in a realistic 
laboratory setting. The systematic replication experiments represent 
a new approach to the analysis of blends and to estimating the 
effective sampling and measurement uncertainty within pharma.12–14 
We are aware of only two other forays within pharma, in which TOS 
is also an important element, both focusing on product analysis 
uncertainty17,18

Experimental
Materials: The blends were prepared from lactose monohydrate 
Granulac (Meggle Pharma), microcrystalline cellulose Vivapur 102 
(JRS Pharma) and semi-fine acetaminophen (APAP) from Mall-
inckrodt Inc. (Raleigh, NC). The lactose monohydrate was passed 
through a U.S. Standard Sieve 60 (250 µm opening) before mixing.

Calibration Model: An experimental design was followed to 
minimize correlation between components and obtain a robust 
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calibration model. Three component blends were prepared (correla-
tion between majority components is unavoidable, and this process 
reduces the other two). The experimental design software MODDE 
8.0.0.0 Umetrics (Umeå, Sweden) was used. Settings were 14 
runs, objective: screening, in a D-optimal design linear model. The 
concentration range was 50% above and below the 15.0% w/w 
APAP target concentration, resulting in a calibration set spanning 
7.5–22.5% w/w. Table 1 shows the concentrations of the eight cali-
bration blends prepared.

Preparation of Test Set Blend: A 1.5 kg blend with an APAP con-
centration of 15.0% (w/w) was prepared as shown in Table 1. This 
blend was used for the entire replicate study.

Description of Fourier Transform Near Infrared (FT-NIR) system 
and software to develop the calibration model: A Bruker Optics (Bill-
erica, MA) Matrix FT-NIR spectrometer was used to obtain spectra. 
Calibration and test set spectra were obtained at a spectral resolu-
tion of 8 cm–1 and a total of 32 scans were averaged. Each spec-
trum (average of 32 scans) requires about 4.4 seconds. All spectra 
were obtained as the powder moved at a linear velocity of 10 mm/s, 
except for the static repeatability test (see below). Under these 
conditions, each spectrum can be estimated to represent approxi-
mately 180 mg of powder mixture as shown in Figure 1.11 Calibra-
tion models were developed in SIMCA 13.0 Umetrics (Umeå, Swe-
den), partial least squares algorithm. NIR spectra were pre-treated 
with a standard normal variate transformation and a first derivative 
based on 17 points. The chemometric model was performed on 
the 9100–5000 cm–1 NIR spectral range. The performance of the 
calibration model was evaluated with independent test blends, aka 
test set validation.13–15

A sampling system was designed to deposit blends over the con-
veyor belt for simulating a 1-dim industrial blender outflow sam-
pling/analysis system. Each powder mixture (both calibration – and 
validation blends) was deposited in a 3 m long, 4 cm wide and 3 cm 
deep rig by the use of an in-house developed screw feeder, as 
shown in Figure 2. The feeder was operated so as to provide a 
thick powder bed on the rig. FT-NIR spectra were obtained along 

the entire 3 m length rig corresponded to approximately 250 g of 
the 1.5 kg lot powder mixture. The powder surface was left uneven 
and no attempt was made to obtain a flat surface of powder in the 
recipient, aiming to produce a highly realistic industrial situation.

Figure 2 shows a photograph of the system for Replication Exper-
iment studies (six successive rig depositions, 10 times to-and-fro 
over just one outflow. The Matrix FT-NIR spectrometer is situated 
at a height ~10 cm to obtain spectra as the rig moves at 10 mm/
sec. The replicate experiment was first conducted by performing 6 
outflow depositions each of approximately 250 g along the 3 m rig. 
This setup yielded approximately 65 spectra per outflow stream. 
The APAP drug concentration was predicted for each spectrum 
using the validated FT-NIR calibration model (multivariate calibration 
prediction).8

The second replication experiment consisted of moving one of 
the full length outflow deposition over the conveyor belt to and fro 
10 times, obtaining spectra from one end to the other. The final 
part consisted of a repeatability study, where six consecutive spec-
tra were obtained at one fixed location without moving the pow-
der mixture or the spectrometer. This repeatability study was itself 
performed a total of 6 times. All replication experiment results are 
shown in Table 2.

Results and Discussion
The above replication experiment was performed to validate a spe-
cific PAT sampling/analysis facility for a realistic 1.5 kg powder blend 

Table 1. Composition of calibration and test set blends for NIR calibration model.

Blend 1 2 3 4 5 6 7 8 Test set

APAP (% w/w) 7.50 7.50 7.50 14.00 15.00 16.25 22.50 22.50 15.0

MCC (% w/w) 30.00 90.00 60.00 63.50 30.00 83.75 77.50 30.00 66.67

LAC (% w/w) 62.50 2.50 32.50 22.50 55.00 0.00 0.00 47.50 18.33

Figure 1. Schematic rig illustration of PAT sampling by a NIR spectrom-
eter along conveyor belt material stream. Observe how the NIR beam 
only interacts with the top layers of the material stream, giving rise to 
structural IDE/IME contributions to the total measurement system error 
in the vertical direction[depth of penetration is 1.2 mm]. The estimated 
analytical mass is about 180 mg.

Figure 2. Conveyor belt assembly (total length 3 m) with FT-NIR spec-
trometer positioned at a height of 10 cm and powder feeding system 
(background). Note that the NIR beam covers the entire width of the 
conveyor belt, suppressing a potential IDE contribution to the total meas-
urement system error in the cross-stream direction.
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prepared with a 15.0% (w/w) APAP concentration. The lot in ques-
tion was the full 1.5 kg prepared blend, from which the six repeti-
tions of a full length (3 m) 250 g rig experiment could be performed. 
Each 250 gram sub-sample (1/6 total blender lot volume) allowed 
about 65 analyses (based on NIR spectra) to be made along the 
rig length, Figures 1 and 2. This enables evaluation of both full and 
partial blender outflow analysis performance.

Table 2 shows that the grand average concentration predicted 
by the NIR calibration model was 14.93% (w/w), based on all 390 
analyses performed for the lot, i.e. a situation in which the entire 
outflow material stream has been analysed. The relative standard 
deviation of this complete lot volume results was 5.20%. These 
results must be considered excellent as these involve the maximal 
combined variation effects stemming from i) the outflow deposi-
tion (flow segregation), ii) residual blend heterogeneity and iii) TAE 
of the PAT NIR analytical method. The relative standard deviation 
is termed the relative sampling variability (RSV) for the replication 
experiment approach.12

Table 2 also shows the results from replicate analysis of a single 
deposition (i.e. a single conveyor belt pass but repeated to-fro 10 
times). This experiment addresses the specific blend heterogeneity 
in one 1/6 total lot stream only (including the attendant TAE). As 
expected, this RSV variation is significantly lower, 2.23%. The aver-
age drug concentration is here 15.21% (w/w). Thus, the average 
concentration is different from that when the entire lot was ana-
lysed. There is thus a difference of +0.28% APAP, due to that only 
1/6 part of the lot is being analysed.

The static analytical repeatability studies results (the NIR beam 
was focused on a single unmoving area of the powder blend and 
six consecutive spectra were acquired) are also shown in Table 2. 
The relative standard deviation in the repeatability study is approxi-
mately 0.2%, attesting to TAE only.

Variability larger than this analytical baseline represents i) residual 
blend heterogeneity (imperfect mixing), ii) specific outflow variabil-
ity (“deposition” above) as well as iii) possible process sampling 
errors for the PAT sensor system. The variance of this analytical 
repeatability study (0.2)2 may be subtracted from the square of the 
standard deviation of the replicate analysis of the single deposition 
to obtain a measure of the blend heterogeneity. The replicates of 
single deposition show a standard deviation of 0.34, and after sub-
tracting the measurement repeatability the blend heterogeneity is 

0.31. These values could be used as baseline level to improvement 
the sampling and measurement systems.

Figure 3 shows the plot of the drug concentration values through-
out the entire run, revealing a significant drop in drug concentra-
tion from approximately spectrum #78 to 116. This simple plot is 
crucial in showing that a certain part of the blend was responsi-
ble for the overwhelming part the heterogeneity observed—a dead 
spot. The drug concentration from spectrum #81 to 100 averaged 
12.5% instead of the 15.0% target level. Thus, the stream sampling 
approach was very capable to identify incomplete mixing process 
without the use of sampling spear.

The main feature of the replication experiment studies concerns 
the possibility to apply a variographic characterisation of the outflow 
stream. The variogram function V(j) was determined based on the 
drug concentration values predicted by the NIR calibration model. 
A lag of 1 was based on consecutive predictions of drug concentra-
tion, each concentration corresponding to approximately 180 mg 
as shown in in Figure 1. The maximum lag shown in the variogram 
is 190, since the total number of drug concentration predictions 
was ~390. From Figure 4 it is obvious that the total PAT measure-
ment system error is very small (nugget effect) compared to the 
level of drug content variance (sill) along the full 3m outflow stream. 
The range is approx. 30–36, i.e. the distance within each predicted 
drug concentration is increasingly auto-correlated for smaller lags 
than this.

This run also allows a simulation of the variographic outflow 
approach for NOC (normal operation conditions), by excluding the 
samples in the interval #78–116 (resulting in a seamless outflow 
only characterised by the NOC residual heterogeneity). A renewed 
variogram for this data series is presented in Figure 4 (right), in 
which can be seen that the nugget effect is identical, while there is 
a very notable reduction of the sill level – both features as expected. 
Renewed estimation of the RSV1-dim results in 2.6%. This run is fully 
realistic w.r.t. to its industrial counterpart to the degree that the 
blender used is reasonably up-scalable; all other system elements 

Table 2. Results of Replication Experiments.

Depositiona 
(n = 6)

Replicatesb of 
Single Deposition 

(n = 10)

Repeatability 
Studyc 
(n = 6)

Ave. 14.93 15.21 15.78

Std. Dev. 0.78 0.34 0.14

RSD (%) 5.20 2.23 1.3

Spectra (#) 390 647 36
aDeposition = one deposition length (3 m)
bSpectra were collected 10 times along the complete length of the rig for a 

total of 647 spectra
cStatic NIR beam footprint on unmoving rig; six replicated NIR spectra 

acquisition
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Figure 3. Prediction of drug concentration for the 390 individual analysis of the complete lot (six x 3m rig lengths). 

  

 
Figure 4. Left: Variogram based on the total of 390 individual analyses of the complete lot (six x 3m rig lengths). The range 
is ~30-36; nugget effect = 0.04; sill =0.7. The total measurement system uncertainty, RSV1-dim , is therefore ~5.2% (rel).12 
Right: Same variogram excluding shaded area in figure 3. 
   

Figure 3. Prediction of drug concentration for the 390 individual analysis 
of the complete lot (six ×3 m rig lengths).
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would be identical: outflow facility, NIR spectrometer, chemometric 
prediction model.

A recently withdrawn draft guidance which describes the analy-
sis of powder blends by thief sampling requires the analysis of 
drug concentration for at least 10 blends from a tumble blender 
with: 1) a relative standard deviation £5%, and 2) all individual 
results within 10.0 percent (relative) of the mean drug concen-
tration.16 The 390 determinations of drug concentration display 
a RSD of 5.20% slightly exceeding the first requirement and did 
not meet the second requirement due to the dead spot drop in 
concentration shown in Figure 3. Thus, the outflow stream sam-
pling system is eminently capable of finding areas of heterogeneity 
in the entire blend lot. If the blending process were improved by 
eliminating the sudden drug concentration drop shown in Figure 
3, then the RSD in drug concentration reduces to approximately 
2.6% and all values are now within 10% of the mean drug con-
centration stipulation.

To the degree that a complete, up-scalable measurement system 
can be established in the laboratory, the present approach will be 
able to guide rational product development, to some considerable 
degree without pilot—or full scale plant demonstration—until the 
manufacturing process has been brought into complete statistical 
control in the laboratory.

The value of an outflow variographic facility has been demon-
strated and its merits exemplified. This is the first time a TOS-based 
approach (variographic and replication experiment) for the char-
acterisation of a pharmaceutical manufacturing process has been 
applied with illustrative and highly satisfactory results.
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